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Abstract

Reinforcement sensitivity theory (RST) is complex, and there are subtle differences

between RST and other approach-avoidance process theories of personality. However,

most such theories posit a common biobehavioural mechanism underlying personality

which we must therefore strive to understand: differential sensitivity to reinforcing stimuli.

Reinforcement sensitivity is widely assessed using questionnaires, but should we treat such

measures as (a) a proxy for reinforcement sensitivity itself (i.e. the underlying causes of

personality) or (b) trait constructs potentially manifesting out of reinforcement sensitivity

(i.e. the ‘surface’ of personality)? Might neuroscience paradigms, such as those I have

reviewed in my target paper, provide an advantage over questionnaires in allowing us to

move closer to (a), thereby improving both the measurement and our understanding of

reinforcement sensitivity? Assuming we can achieve this, how useful is reinforcement

sensitivity—and biological perspectives more generally—for explaining personality?

These are the major questions raised in the discussion of my target paper, and among the

most pertinent issues in this field today. Copyright # 2008 John Wiley & Sons, Ltd.

It was a great pleasure to read the energetic and engaging commentary which my target

paper has received. I am especially honoured to receive thoughtful critique from some of

the most well-respected figures working with reinforcement sensitivity theory specifically

(RST) (Avila & Torrubia; Chavanon, Stemmler & Wacker; Corr; McNaughton;

Reuter & Montag), related approach-avoidance process theories (Carver; Cloninger),

and personality psychology more generally (Johnson & Deary; Matthews; Revelle &
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Wilt). Some of the above are experts in the specific neuroscience methods discussed in my

target paper, the conclusions of which are qualified by their sage counsel.

The primary aim of my paper was to consider the question ‘What is reinforcement

sensitivity?’ The problem is both methodological (i.e. how should we measure reinforcement

sensitivity?) and conceptual (i.e. how do we conceptualise reinforcement sensitivity?). On

balance, most commentators shared my enthusiasm for neuroscience paradigms as a means to

help answer this question (especially Chavanon, Stemmler & Wacker; Cloninger;
McNaughton; Reuter & Montag). Most, however, also cautioned against biological

fundamentalism (especially Carver;Matthews; Revelle & Wilt), and some objected to my

dismissal of questionnaire-based measurement of reinforcement sensitivity (especially Avila

& Torrbia; Corr). Probing points were also made in relation to the relative scope of RST,

and other biologically driven theories, as explanations of personality (especially Carver;

Cloninger; Johnson & Deary; Matthews; Revelle & Wilt).

In my rejoinder, I consider the major themes which have emerged from the discussion.

First, I begin with some brief theoretical clarifications. Second, I discuss the usefulness (or

lack thereof) of self-report measures of reinforcement sensitivity. Third, I consider the

challenges which have been highlighted in relation to neuroscience paradigms as a means

to assess reinforcement sensitivity. Finally, I consider the restricted role that reinforcement

sensitivity is likely to have in explaining personality variation.

THEORETICAL CLARIFICATIONS

My target paper has focussed on one issue within a broad context at the expense of due

consideration of the context. As Avila and Torrubia note, my discussion of background

details was somewhat compressed. Given the numerous existing reviews which describe

the theory and history of RST (e.g. Corr, 2004, 2008; Matthews & Gilliland, 1999;

Pickering & Gray, 2001), I wished to avoid redundancy and repetition. As a consequence,

however, important issues in RST and related approach-avoidance process theories were

perhaps insufficiently emphasised (e.g. as noted by McNaughton).

A general point to concede is the limited extent to which one can generalise from RST to

the broader family of approach-avoidance process theories of personality. That these

theories are not all interchangeable was demonstrated by the fact that, in their

commentaries, both Carver and Cloninger (whose work I identified as part of this family)

drew strong distinctions between their own perspectives and that provided by RST. Despite

their unique features, however, both of these models incorporate reinforcement sensitivity

mechanisms which are directly modelled on RST. Chavanon, Stemmler and Wacker

illustrate this point by framing RST as a sub-theory of personality processes; personality

may have a motivational component, and part of that component is dealt with by RST. Thus,

despite the subtleties and complexities of approach-avoidance process theories of

personality, the question of reinforcement sensitivity per se seems fundamental.

‘Reinforcement sensitivity’ is importantly distinct from ‘reinforcement’ (Avila &

Torribia;Corr andMcNaughton). Some of the paradigms I have discussed may be better

suited to study of the latter, but only the former is of central interest for us. For instance,

McNaughton makes the pertinent point that some pharmacological manipulations

modulate the sensitivity of approach and avoidance systems, while others simply activate

them. Similarly, Avila and Torribia note that someone’s experimentally measured

reinforcement sensitivity must be separated from their subjective value of the reinforcer
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(see also Revelle & Wilt’s windsurfing analogy). Such distinctions resonate with the

insight provided by computational models (e.g. Cohen, 2007; Pesola & Pickering, 2006).

Pesola and Pickering found that a model incorporating variation in the DA input weight

(simulating differences in the effect of reward on reward circuitry) provides a less

adequate fit to personality related differences in behavioural data than does a model which

varies the DA output weight (simulating differences in reward prediction error; the known

output of DA neurons; Schultz, 1998, 2007). Appreciating such distinctions seems crucial

if we are not to be sidetracked in our attempts to operationalise the causal mechanisms of

approach-avoidance process theories.

In addition to reward and punishment sensitivity, since the revision of RST (Gray &

McNaughton, 2000), we must contend with the more complex and confusable concept of

conflict sensitivity. Carver wonders how approach-approach or avoidance-avoidance

conflicts can occur, given that the BIS is only engaged by joint activation of the FFFS and

BAS (see Figure 2 of target paper). As my colleagues and I have previously suggested

(Smillie, Pickering, & Jackson, 2006), incompatible approach goals appear to signal both

incentive (gain of reward) and threat (loss of reward). (Shorthand terms such as ‘threat’

may lead us to forget that frustrative nonreward functions as a ‘punisher’, as noted by

Corr.) As an archetypal everyday instance of approach-approach conflict, Chris Jackson

(Personal Communication) uses the example of the ‘agony of choice’ we might experience

when deciding between two chocolates in a lolly shop; we know that when we select

one, we forfeit the other (Chavanon, Stemmler & Wacker use a similar example).

Obviously, we do not experience intense anxiety in such situations, as we might when

walking home (approach) requires crossing a deserted park notorious for muggings

(avoid)—but this is surely because being mugged is more aversive to us than is missing

out on a chocolate.

Reinforcement sensitivity is manifestly concerned with motivation and emotion (e.g. as

represented in Figure 1 of the target paper), but it is not, as Revelle and Wilt suggest,

unrelated to cognitive processes. For instance, RST assumes that the systems which

mediate reinforcement direct attention and information processing resources toward the

stimuli (Corr, Pickering, & Gray, 1997). Further, as emphasised by McNaughton, the

functioning of the BIS cannot simply be reduced to threat sensitivity (a point also touched

on by Carver), and its familiar role in anxiety is connected with its lesser emphasised role

in memory. The BIS monitors goals and is engaged by conflict (i.e. mutually incompatible

goals), at which point it increases the valence of affectively negative stimuli and stored

associations until the conflict is resolved (i.e. until the more negatively valenced goal is

suppressed). The direct consequence is behavioural inhibition (for the duration of the

experienced conflict), while the indirect consequence is modification of relevant stored

memories (for further details see Gray, 1985, and Gray & McNaughton, 2000, chapters 1,

8 and 9). RST provides a far from complete account of cognitive processes, but the

functions of the systems are ‘quintessentially cognitive in nature’ (Gray, 1985, p. 110).

Least surprising in the context of a bottom-up model is disagreement among researchers

as to the specific personality traits at which we will arrive from an analysis of

reinforcement sensitivity. As Carver notes, Gray’s (1981) original suggestion that the BIS

and BAS may manifest as trait anxiety and impulsivity has faced its share of challenges—

especially in the case of impulsivity (see Pickering & Gray, 2001; Pickering & Smillie,

2008; Smillie et al., 2006). Avila and Torrubia disagree with my linking of reward and

punishment sensitivity broadly to Extraversion and Neuroticism; while I have cited

evidence to support such a representation it is of course not unequivocal. Again, my view
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is that until we successfully measure reinforcement sensitivity we cannot be certain of its

relationship with personality.

CAN WE ASSESS THE CAUSES OF PERSONALITY WITH

PERSONALITY QUESTIONNAIRES?

In my target paper I have asked the question ‘What is reinforcement sensitivity?’, and

considered paradigms that may help us to answer it. I began by suggesting that

psychometric paradigms (purpose-built RST questionnaires) might be ‘less-than-ideal

for this purpose’. While some, such as McNaughton and Reuter and Montag concur

with this point, others—particularly Avila and Torrubia; Corr and Revelle and

Wilt—do not.

My position is that personality questionnaires are ideal for describing personality but are

less suited to assessing the underlying biobehavioural causes of personality. Jackson

(2003) refers to the ability of self-report questionnaires to capture the ‘surface’ of

personality. That is, measures such as Extraversion or Neuroticism reflect aspects of our

temperament which are observable ‘at the surface’ (e.g. to the respondent completing a

self-report questionnaire measure). A similar yet more elaborated view is presented by

Revelle andWilt, who conceptualise personality as the long-term patterning of our affect,

behaviour, cognition and desires (the ‘ABCDs’ of personality). Our understanding of

personality is thus a descriptive summary; a ‘downstream manifestation of multiple

interacting state processes’ (Corr), emerging ‘from multiple neurological and cognitive

components’ (Matthews). Theories such as RST attempt to identify some of the

biobehavioural processes ‘beneath the surface of’ or ‘up-stream from’ personality. In

comparison with potential ‘surface-level’ or ‘downstream’ influences on personality (e.g.

self efficacy), biobehavioural processes such as reinforcement sensitivity lie at a

fundamentally different level of analysis.

Questionnaires such as the BIS/BAS scales (Carver & White, 1994), the Appetitive

Motivation Scale (Cooper, Smillie & Jackson, in press), or the Sensitivity to Reward and

Punishment Questionnaire (Torrubia, Avila, Molto, & Caseras, 2001) are narrow-focus,

theoretically derived personality measures. They play a useful role in conceptualising

potential trait manifestations of the BIS, BAS and FFFS which should not be forgotten in

the wake of new methodologies (Avila & Torrubia and Reuter & Montag). How are

these scales different from broad-focus, empirically derived personality measures such as

Extraversion from the EPQ-R (H. J. Eysenck & S. B. G. Eysenck, 1992)? They certainly

differ in terms of construct bandwidth, but can we say they differ in level of analysis? Can

we say that one lies at the ‘surface’ of personality while another lies more closely to the

underlying causes? Suggesting such is claiming that some questionnaires index

downstream, conscious introspections (e.g., EPQ-R Neuroticism: ‘Do you often worry

about things you should not have done or said?’) while others, somehow, are a hotline to

upstream neural parameters (e.g., SPSRQ Sensitivity to Punishment: ‘Are you often

worried by things that you said or did?’). We cannot have our cake and eat it too.1

Corr suggests that we assess reinforcement sensitivity using ‘theoretically faithful

measures of personality’ (e.g. BIS/BAS/FFFS scales), which we then correlate with both

1Avila and Torrubia risk this position by accepting my argument as it applies to Carver’s questionnaire but
rejecting it as it applies to their own.
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‘‘‘bottom-up’’ neural processes (e.g. dopamine and category learning) and ‘‘top-down’’

personality measures (e.g. Extraversion and Neuroticism)’. However, so-called ‘inter-

mediate’ measures of personality are (presumably) ‘theoretically faithful’ only to the

extent that they reflect the biobehavioural processes delineated in the theory. And yet, by

committing to these questionnaires as our gold standard we are logically compelled to

validate biobehavioural parameters against them, rather than the other way around. Would

we accept the validity of a rationally designed trait measure of reward sensitivity if it had

no relationship with dopamine function or behavioural reactions to reward? If the answer

is no, then we are, at least implicitly, adopting a bottom-up approach which retains all

elements of Corr’s recommendation but involves ‘switching the perspective’ (as

advocated by Reuter & Montag). For instance, Haas, Omura, Constable, and Canli

(2007) demonstrate that conflict-related amygdala activation predicts trait anxiety, which

is in turn a subscale of Neuroticism. In this way, a bottom-up perspective to studying the

relevance of reinforcement sensitivity to personality may allow us to zero-in on relevant

traits (in terms of their relationship with multiple biobehavioural indices of reinforcement

sensitivity) and situate those traits within the broader structure of personality.

While I consider that personality questionnaires are not the most suitable method for

studying the causes of personality, I am not suggesting that they be subject to lower status

(Revelle & Wilt).2 ‘Feeling short of breath’ is a self-reportable subjective state, which is

likely to correlate with broader self-report measures of health and well-being, and which

may potentially be explained by an underlying biological condition such as pneumothorax

(collapsed lung). We can use computed tomography (CT) to assess the state of the lungs,

and potentially explain shortness of breath specifically and poor subjective well-being

more generally. All three measures have useful information to offer, and no one would

suggest that the subjective experience of shortness of breath is of ‘lesser status’ than an

CT-scan of the chest (except as potential explanation of poor health). In the same way,

questionnaires are invaluable to personality psychologists, because they provide our

measures of personality (Avila & Torribia). But as down-stream, surface-level summaries

of our ABCDs, they are far removed from the biobehavioural variations proposed as partial

explanations of personality (Wilson, Barrett & Gray, 1989, p. 84).

HOW USEFUL ARE NEUROSCIENCE METHODS FOR STUDYING

(NEURAL) CAUSES OF PERSONALITY?

The view that questionnaires may not be ideal for the measurement and conceptualisation

of reinforcement sensitivity does not allow neuroscience methods to win by default. The

paradigms I reviewed appeared promising to me, and as a neuroscience novice I am

encouraged by the broadly supportive comments which my target paper has received from

experts in this area (especially Chavanon, Stemmler & Wacker; McNaughton and

Reuter & Montag). Nevertheless, as noted in the conclusion of my target paper, and

elaborated upon in the open peer commentary, there are challenges associated with these

paradigms.

2Revelle and Wilt argue that biological and (both objectively and subjectively measured) behavioural data are
equally valuable for indexing latent variables such as reinforcement sensitivity. In addition to my earlier points, I
should note that behaviour (e.g. responses on a category-learning task) is not necessarily equivalent to self-reports
of behaviour. Consider, for example, the typically low association between impulsivity questionnaire scores and
(similarly conceptualised) actual impulsive behaviour (e.g., Reynolds, Ortengren, Richards, & de Wit, 2006).
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Perhaps the greatest challenge is created by the fact that the brain is not a series of

closed systems (see Pickering & Gray, 2001, p. 113). Although DA drives reward

processing, it does not operate in a vacuum; 5HT and NA are known modulators of DA

function and also have some involvement in reward processing (Cardinal, 2006).

Similarly, depressive disorders are linked not only with 5HTand NA but also (perhaps with

insufficient emphasis) reduced DA transmission (Montgomery, 2008). Avila and

Torrubia provide a further example: The amygdala is not only a component of the BIS

and FFFS but has an empirically demonstrable role in reward processing. Thus, we cannot

simplistically state that amygdala activity¼ punishment sensitivity. No single biobeha-

vioural parameter is likely to provide an isomorphic representation of reinforcement

sensitivity (as McNaughton stresses, providing additional pertinent examples). To meet

this challenge, we must (a) identify when and in what way a particular parameter is

involved in reinforcement sensitivity (as, e.g. the Blanchards have done in the case of

defensive behaviour; R. J. Blanchard, Griebel, Henrie, & D. C. Blanchard, 1997), and

(b) investigate multiple parameters of reinforcement sensitivity simultaneously, in order to

‘move beyond a series of disconnected demonstrations that there are linkages between

personality, genes and brain systems’ (Matthews).

WhileMcNaughton suggests that these multiple, interacting parameters may emerge as

a single latent factor, Matthews is more pessimistic. As he notes, the near-intractable

Eysenckian construct of cortical arousal serves as a lesson that such a tidy state of affairs

may not emerge (see Matthews & Gilliland, 1999). To my knowledge, no one has

determined, for example whether or not genetic and neural indices of reward sensitivity

form a single latent variable in a structural equation model. We might take some

encouragement from the fact that such indices have concerted relationships with traits and

behaviour (e.g. Dalley et al.’s, 2007, behavioural model of reward reactivity

simultaneously captured multiple sources of relevant behavioural and neural variation).

Over and above this, we should perhaps be open to the possibility of multi-faceted models

of reinforcement sensitivity (cf. Gray and McNaughton’s, 2000, fractioning of the defence

system originally described by Gray, 1982).

As Cloninger; Mathews and Reuter and Montag note, relationships between

neural activity and personality scores are likely to be complex and nonlinear, creating

difficulties when mapping biobehavioural reinforcement sensitivity parameters to

personality traits. For instance, Pesola and Pickering (2006) found that EPQ-Extraversion

(along with other BAS-related trait measures) was negatively associated with a reward-

related learning parameter during category learning. While this result seems opposite

to the rational prediction one might make from RST, the data were successfully

modelled using a reward prediction error (RPE) representation of BAS variation. It

seemed that large RPE errors (i.e., a strong response to an unpredicted reward,

representing high-BAS) result in subsequent reward predictions which are too high,

which means that subsequent rewards are smaller than predicted (and therefore RPE-

driven learning is lessened). Thus, according to the model, learning initially increases

as a function of RPE but then steadily decreases (plausibly explaining why, in Pesola

and Pickering’s behavioural data, low extraversion was a stronger predictor of learning

than was high extraversion). This example demonstrates the powerful role which

formal and computational models may play in meeting arising challenges, such as

nonlinear effects (Cloninger) and nuisance variables (Carver), when attempting to

map neural parameters to personality traits (Matthews) (as emphasised by Pickering,

2008).
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An additional, sobering point is made by Reuter and Montag regarding the formidable

economic and skill requirements of neuroscience methods. Although this is a logistical

problem, and entirely independent of questions regarding the validity of paradigms such as

those I have reviewed, it is relevant to the effectiveness of my target paper as an instrument

for change. There are also ethical concerns which may preclude the use of many paradigms

for human research in many of our laboratories such as benzodiazepine drug

manipulations discussed by McNaughton. This does not, however, prevent us from

collaborating with colleagues who possess the skills and resources that we ourselves may

lack (as noted by Reuter & Montag) and ensuring that our own non-biological work is

biologically plausible (a priority underlined by Revelle & Wilt). If we do not attempt to

address the challenges posed by neuroscientific methods we are, in effect, suggesting that

the biological bases of personality are not worth the effort to understand.

WHAT IS THE SCOPE OF REINFORCEMENT SENSITIVITY
AS A MODEL FOR PERSONALITY?

Reinforcement sensitivity will almost certainly fail to provide a sufficient explanation of

personality even if it does provide a necessary one (as has always been explicitly asserted,

e.g. Gray, 1973, p. 415). This is the common issue raised by Carver; Cloninger; Johnson

and Deary; Matthews and Revelle and Wilt. Biobehavioural processes offer, at best, a

partial explanation of personality (Cloninger), and many aspects of personality might be

most powerfully explained in terms of social and cognitive processes (Matthews).
However, this does not mean that the partial explanation of personality which RST may

provide is unimportant. Nor, incidentally, should we imagine that social and cognitive

processes are not produced or mediated by brain structures and functions, including those

connected with reinforcement sensitivity.

Efforts to understand the heritable, biological bases of personality are often mistaken for

the view that personality can be entirely reduced to one heritable, biological model (e.g.

consider the title chosen by Revelle andWilt for their commentary). Given that only 50%

of the variance in personality can be attributed to genetic factors (Bouchard, Lykken,

Segal, & Tellegen, 1990), coupled with the fact that that reinforcement sensitivity seems

unlikely to capture all heritable, biological antecedents of personality (e.g. see

Cloninger), theories such as RST are clearly potential explanations of a small fraction

of personality variance. However, finite scope is not an ultimate limitation, as Johnson

and Deary appear to suggest with the analogy that RST might be ‘the Newtonian

Mechanics of personality’. Ironically, suggesting that it explains personality as

successfully as Newtonian Mechanics explains motion and gravity seems to overstate

the validity of RST. In any case, the analogy as intended seems a little premature given that

there is no ‘general relativity theory of personality’ available to displace RST (yet!).

Many ‘alternative’ perspectives to RST (e.g. those provided by Carver and Cloninger)

are not paradigm shifts. Rather, they are extensions of RSTwhich often explicitly assume

reinforcement sensitivity at one level of explanation. Cloninger has developed what is

almost certainly the most well-known extension to RST. His model distinguishes between

lower-level ‘temperament’ dimensions, which represent those aspects of personality which

are largely determined by reinforcement sensitivity (and other biological dispositions),

and upper-level ‘character’ dimensions, which represent those aspects of personality

which are not determined by reinforcement sensitivity (notably, those reflecting the
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influence of maturation and the environment). Consistent with my view that we cannot use

questionnaires to measure different levels of analysis (e.g. ‘biological’ and ‘non-

biological’ aspects of personality), both the Temperament and Character dimensions in

Cloninger’s model have been shown to have significant genetic components (e.g. Ando et

al., 2004). Nevertheless, I agree that multiple levels of explanation for personality must be

sought, and that reinforcement sensitivity cannot cover all bases.

Carver also presents a two-level model, in which approach and avoidance processes are

again represented at a lower ‘reflexive’ level, while the upper ‘reflective’ level represents

executive control over these processes. Such gate-keeping seems not only plausible, but

essential; we consciously interrupt our approach and avoidance processes every day for

reasons which may or may not (directly) concern reinforcement. RST might not

(presently) offer an explanation for this, and the model presented by Carver is

one suggestion for how it might be extended.3 Interestingly, this model suggests a possible

explanation of the behaviour discussed by Johnson and Deary to demonstrate the finite

reach of RST. Specifically, they cite both animal and human data which provide evi-

dence of individual differences in tolerance (and even approach) of punishment in order to

secure long-term reward. Perhaps, this can be explained by the moderating action of

reflective executive control over reinforcement sensitivity. (A related example is provided

by Revelle & Wilt, using a three-level framework outlined by Ortoney et al., 2005, which

is very similar to the approach favoured by Carver). It is indeed important to realise the

scope of RST, with examples such as these reminding us that it does not provide a full

account of personality. At the same time, one should not confuse a theory’s scope with its

validity; the potential role of executive processes in personality does not undermine the

potential role of approach-avoidance processes.4

Some cognitive and social/environmental perspectives come closer to modifying (as

opposed to extending) approach-avoidance process theories. Both here and elsewhere

(Matthews & Gilliland, 1999; Matthews, 2008a,b), Matthews blocks the one-way road to

biological fundamentalism. Specifically, he demonstrates the influence of cognitive

processes on behaviours which theories, such as RST, explain only in terms of biological

processes. An example is the moderating role of expectancies in the effects of drugs on

behaviour (related points are made by Avila and Torribia and Revelle andWilt). While I

agree with Matthews that the study of cognitive parameters can reveal limitations to

biological explanation, the biological-cognitive distinction itself is a false dichotomy;

cognitive processes such as expectancies are not separate from processes in the brain.

Recall that DA neurons do not simply communicate that a reward has occurred but, more

specifically, that a reward has occurred which is greater (or lesser) than was expected

(Schultz, 1998, 2007). Our earlier understanding of reward sensitivity may not have

accounted for this, but it clearly should (see Pickering & Smillie, 2008). In this case,

modification of our understanding of biobehavioural reward sensitivity has been driven by

3Carver suggests that the BIS may underlie the reflective executive system, and perhaps relate to trait
conscientiousness via the process of executive control (rather than to trait anxiety/neuroticism via the process of
avoidance/inhibition). As the functional neurobiology of the BIS is the septo-hippocampal system (e.g. Gray &
McNaughton, 2000), while executive processes are primarily localised to the lateral prefrontal cortex (e.g. Tanji
& Hoshi, 2008), this proposal might not be wholly biologically plausible. Psychological theory needs to be
viewed through the lens of biological phenomena (Cloninger), and vice versa (Carver).
4The reverse is of course also true. For example, heritable individual differences in reinforcement sensitivity
demonstrated by cross-fostering studies (see Gray, 1987, chapter 4) do not negate a role for the maternal treatment
of rat pups (the focus of some of the research summarised by Johnson & Deary).
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biological data, although it might just as well have been driven by the cognitive challenges

presented by Matthews.

Chavanon, Stemmler and Wacker argue for an integrated cognitive neuroscience

approach to personality explanation, emphasising the relevance of reinforcement

sensitivity to cognitive processes and of cognitive processes to approach and avoidance

processes. They identify the relevance of cognitive paradigms such as decision-making

tasks and cortical parameters such as EEG asymmetry. Chavanon, Stemmler and
Wacker have presented an EEG model consisting of cortical signatures of reinforcement

sensitivity, whereby left anterior activation reflects BAS or FFFS function, while right

anterior activation reflects conflict-induced BIS activation (see Wacker et al., 2003, 2008).

Such a model might be well-placed to account for cognitive processes typically linked

with cortical function (e.g. Tanji & Hoshi, 2008); indeed, this has been demonstrated in

the case of contextual effects on avoidance processes (see Crost, Pauls & Wacker, 2008).

It is not difficult to imagine such a model and data being presented in criticism of RST

but, in fact, what Chavanon, Stemmler and Wacker strive for is an extension of the

model as it is traditionally represented, such that it might provide a more complete account

of the cognitive processes which are relevant to approach and avoidance (e.g. ‘structuring

and restructuring cognitive networks in line with goals, means and situational

affordances’).

In exploring neuroscience paradigms for approach-avoidance process theories of

personality, we should not expect that they will provide complete explanations of

personality. However, we should not confuse the scope of a theory with its limitations.

Further, the challenges identified by cognitive and social psychology (as noted by

Matthews and Revelle & Wilt) should not lead us to form false dichotomies. Indeed,

these challenges may often suggest a way for the theory to move forward.
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