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Abstract. An experiment examining the effects of reinforcement and personality on a procedural learning task tested H. J. Eysenck’s
(1968, 1979) incubation theory of the development of fear, relating to a “reminiscence” effect during a rest pause. Eysenck’s arousal-
based personality predictions for enhanced learning were contrasted with J. A. Gray’s reinforcement sensitivity theory (RST) of per-
sonality. Measures of Extraversion (E) and Neuroticism (N) and Trait Anxiety were taken. Participants completed six blocks of a
procedural learning task, under either punishment or control (no reinforcement) in one of two training conditions: (a) spaced training
(four blocks of the task in the first session followed by retest on one block in two subsequent sessions, 24 h and 5 days later); or (b)
massed training (six blocks of the task in a single session). Results showed that, under punishment, high trait anxiety led to enhanced
learning in both training conditions; however, this increase was not predicted by Eysenck’s arousal-based personality theory, but rather
high anxiety facilitated learning in a manner consistent with RST predictions. There was no effect of spaced vs. mass training: Procedural
learning increased over the course of the testing sessions under both conditions. Results failed to support Eysenck’s predictions for
reminiscence as a function of personality but suggested that learning was enhanced under punishment in line with RST’s predictions
for high anxiety. The implications of these data for current theories of personality are discussed.
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Introduction
Despite the passing of many years, there remain important
unanswered questions as to the relationship between Ey-
senck’s (1967) arousal/activation theory and Gray’s (1982)
reinforcement sensitivity theory (RST) of personality (for
a summary of these theories, see Corr, 2008a). This is no-
where more apparent than in their attempts to explain the
development of clinical neurosis. One neglected issue in
this area of personality concerns Eysenck’s theory of incu-
bation, which argues that temporal factors play an impor-
tant role in the genesis and maintenance of neurotic reac-
tions. To date, these temporal factors have not been consid-
ered in the light of Gray’s alternative personality theory.
Thus, this is one area of personality research where a set of
newly-constructed contrasting hypotheses can be tested:
Eysenck’s and Gray’s predictions can be put to a novel and
fair test. As detailed below, the learning task chosen has
previously been shown to produce arousal × extraversion
(Eysenck’s predictions) and punishment × anxiety (Gray’s
predictions) interactions, so that these theoretical positions
may now be combined to test novel predictions of both
theories. This is the aim of this article.

Eysenck’s Incubation Theory of Neurosis

Eysenck (1968, 1979) proposed a theory of “incubation,”
defined as an increment in the strength of a conditioned
response (CR) occurring during a period of unreinforced
presentation of a conditioned stimulus (CS). In a typical
classical conditioning paradigm, this is the period in which
extinction is expected to occur. However, Eysenck differ-
entiated between two uses of the term “incubation.” The
first is a traditional notion, defined as “a growth of fear over
a time interval which follows some aversive stimulus. The
increase in fear is assumed to be spontaneous in the sense
that the time interval is free of further exposure to the aver-
sive stimulus” (McAllister & McAllister, 1967, p. 180).
This type of incubation involves a rest pause during which
it is assumed that the consolidation of learning takes place,
which in turn leads to the phenomena of “reminiscence”
(Eysenck & Frith, 1977).

This traditional interpretation of the term “incubation”
(i.e., reminiscence) – referred to by Eysenck (1968, p. 310)
as “empty interval incubation” – can be contrasted with
Eysenck’s second explanation for incubation, which refers
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to increments in the strength of a CR over time when non-
reinforced CS presentations are applied (influenced by
such factors as CS exposure duration and UCS intensity).
Both types of incubation can be seen to explain the growth
of CRs: (a) in the absence of exposure to not only the UCS
but also the CS; and (b) in the absence of reinforced CS
presentations (UCS excluded). The issue of which of these
processes may be, more or less, responsible for the genesis
and maintenance of neurotic fears is still in need of clarifi-
cation. Surprisingly, there has been little direct experimen-
tal investigation of these processes. There has been some
support for second type of incubation (e.g., Sandin & Cho-
rot, 1989; Chorot & Sandin, 1993); however, it is unclear
to what extent the specific process of “reminiscence,” as
outlined above, may be responsible for the formation and
enhancement of a conditioned fear response. Eysenck pos-
tulated that rest pauses facilitate consolidation of the mem-
ory trace: A process of consolidation transfers the memory
trace into long-term storage. In addition, personality and
arousal level are considered to be important factors.

With respect to incubation, Eysenck (1965) adapted
some theoretical perspectives proposed by Walker and Tar-
te (1963) on the concept of “action decrement,” which, they
assert, has three processes:
a) In response to a psychological event, an active persev-

erative trace process is set up which lasts for a long pe-
riod of time;

b) Two characteristics accompany this trace: (1) a perma-
nent memory trace, and (2) a degree of temporary inhi-
bition of recall (to protect the consolidating trace against
disruption);

c) A state of high arousal during the associative process,
which is hypothesized to result in a more intensely active
trace process. It is postulated that more “intense activity”
should result in better memory, but also a greater tem-
porary inhibition against recall.

This final component to Walker and Tarte’s theory, as in-
corporated by Eysenck, suggests that high arousal should
lead to superior “reminiscence” effects, with initial high
levels of inhibition. Indeed, Eysenck (1965) provided sup-
portive evidence for the existence of enhanced performance
following a rest pause (reminiscence), which cannot be at-
tributed to fatigue alone.

Eysenck and Gray’s Personality Theories

Both Eysenck and Gray proposed personality theories
based on the biological underpinnings of temperaments.
These individual differences in brain functioning can be
used to explain the complex pattern of associations be-
tween personality traits and behavior. Eysenck’s (1967)
arousal-based theory of personality proposes that extraver-
sion and neuroticism can be explained in terms of behav-
ioral patterns dependent on genetically determined biolog-
ical substrates. Extraversion is related to activation of the

CNS, and is thought to reflect cortical arousal and individ-
ual differences in activity of the ascending reticular acti-
vating system (ARAS). Resting levels of the ARAS are
higher for introverts than extraverts, so that introverts have
higher cortical arousal than extraverts.

Neuroticism is related to limbic system reactivity, which
mediates individual differences in response to emotional
stimuli. Individuals high on this dimension become more
highly aroused than do stable individuals in the presence
of highly emotive stimuli. By virtue of neural projections
from the limbic system to the ARAS, activation of the lim-
bic system in emotional situations can lead to increases in
cortical arousal. Consequently, individual variation in neu-
roticism may only be apparent in relation to emotional sit-
uations; hence, neuroticism is considered to be the under-
lying personality trait that predisposes an individual to re-
spond to stress with neurotic symptoms (Eysenck, 1967).

Based on their underlying physiological substrates, both
of Eysenck’s dimensions of extraversion and neuroticism can
be used to make testable predictions. Introverts are expected
to condition more quickly than extraverts, and their condi-
tioned responses should be more difficult to extinguish; neu-
rotic individuals should show greater autonomic reactivity
causing more intense reactions to emotional situations and,
consequently, increases in cortical arousal, making them
more vulnerable to developing conditioned emotional re-
sponses than stable individuals. The concept of arousability,
however, is moderated by a process known as transmarginal
inhibition (TMI), which under certain circumstances can lead
to paradoxical reduction in arousal levels at high levels of
stimulation. Taking TMI into account, Eysenck’s theory pre-
dicts that, under conditions of high arousal (e.g., punish-
ment), introverts should become more highly aroused that
extraverts, but the presence of TMI may lead to lower arousal
levels compared with extraverts depending on the interaction
between personality and the arousability of the situation.

Gray’s (1970) original RST represented a modification
of the psychometric positioning of Eysenck’s dimensions,
and it proposes an alternative thesis for their biological un-
derpinning. By rotating E and N by 30 °, Gray came up with
two new dimensions of personality in which Anxiety (pun-
ishment sensitivity) is correlated most closely with neurot-
icism, and to a lesser extent with introversion; compared
with low-anxiety persons, individuals high in anxiety are
said to be more sensitive to signals of punishment. Impul-
sivity (reward sensitivity) is correlated most highly with
extraversion and to some extent with neuroticism. High-
impulsive individuals are said to be more sensitive to sig-
nals of reward compared to individuals with low impulsiv-
ity. Gray’s proposed a conceptual nervous system underly-
ing these two dimensions. Under the direction of a
septo-hippocampal comparator, he associated Anxiety with
activity in the behavioral inhibition system (BIS). Impul-
sivity is supported by the behavioral activation system
(BAS) which, according to Gray, is sensitive to stimuli that
signal reward and nonpunishment. Consequently, the BAS
is hypothesized to be responsible for approach behavior.
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Gray’s rotation of Eysenck’s factors treats E as a derived
dimension reflecting the balance between the reactivities
of the BIS and the BAS, and N as a derived dimension
reflecting the sum of the reactivities of the BIS and the
BAS. These relationships have since been substantially re-
vised by Gray and McNaughton (2000); however, the im-
plications for incubation theory – and for the current study
– are the same in both versions of the theory.

Personality and Reminiscence

Individual differences in reminiscence were reported by
Howarth and Eysenck (1968), who found that introverts
showed short-term performance impairment (0 minutes af-
ter learning), but long-term performance enhancement
(24 h later), relative to extraverts. These results can be in-
terpreted in accordance with Walker’s (1958) action decre-
ment theory: High arousal produces a longer-lasting active
memory trace, leading to enhanced consolidation and su-
perior long-term memory. These data fit Eysenck’s (1967)
arousal model of Extraversion, especially the observation
that high arousal impairs introverts’ acute performance, but
seems to strengthen chronic learning – another learning-
based explanation would struggle to explain the short-term
transmarginal inhibition of response under high arousal ob-
served in introverts, yet the introvert’s greater susceptibility
to (long-term) neurotic disorder.

In further support of Eysenck’s position, Kleinsmith and
Kaplan (1963, 1964), using emotionally unpleasant words,
reported a similar effect to Howarth and Eysenck (1968),
namely, that in introverts high arousal (highly emotional
words) produces a stronger consolidation process (and su-
perior long-term performance) but impairs performance in
the short-term.

Personality and Procedural Learning

Lewicki, Czyzewska, and Hoffman (1987, p. 523) defined
the acquisition of procedural knowledge as “a ubiquitous
unconscious process involved in the development of both
elementary and high-level cognitive skills.” Many re-
searchers claim that the measurement of cognitive skills in
the form of procedural knowledge reflects a more sensitive
method of learning about previous experience than the
measurement of declarative (explicit) knowledge (Jacoby
& Dallas, 1981; Jacoby & Witherspoon, 1982).

The procedural learning task used in this paper was pre-
viously used to test Eysenck’s arousal theory of personality
(Corr, Pickering, & Gray, 1995) and, by manipulating re-
inforcement, to test RST (Corr, Pickering, & Gray, 1997).
Corr et al. (1997) found that trait anxious individuals dem-
onstrated enhanced learning under punishment, relative to
control, at the end of the testing session, but not during the
early parts of the task. These findings suggest that proce-
dural learning is associated with aversive fear reactions,

and that the time course involved in the development of
such emotional reactions may be important. In addition,
extraversion × caffeine (Corr et al., 1995), and extraversion
× haloperidol (Corr & Kumari, 1997) interactions were
found with this task, pointing to the role of arousal in per-
sonality effects on procedural learning. This learning task
is thus appropriate for combining Eysenck’s arousal and
Gray’s RST reinforcement constructs.

Testing Eysenck’s and Gray’s Predictions

In order to test Eysenck’s predictions for enhanced learning
following a rest pause, we administered the procedural
learning task in the present experiment under two different
conditions: (a) spaced training (i.e., three sessions separat-
ed by time intervals) and (b) massed training (i.e., three
consecutive tests with no temporal manipulation). In order
to contrast Eysenck’s and Gray’s personality perspectives,
we used a reinforcement manipulation to assess putative
interactions between aversive stimulation (vs. no reinforce-
ment) and measures of the major dimensions of personality.
In both training conditions, participants were tested either
under punishment or control conditions, the latter consist-
ing of monetary decrements delivered over the blocks of
the task, whereas participants in the control condition did
not receive reinforcement.

Eysenck’s theory predicts that introverts, relative to ex-
traverts, should show improved procedural learning under
control conditions (low arousal), but that their learning
should decline under punishment conditions (high arousal).
In relation to differences in reminiscence (incubation) of
procedural learning, Eysenck’s theory predicts long-term
performance enhancement for introverts under both low-
and high-arousal conditions (this effect for long-term en-
hancement should be especially marked compared with the
performance impairment with immediate testing) under
conditions of spaced training. In contrast, Gray’s RST pre-
dicts that aversive stimulation should improve the perfor-
mance of high-anxiety individuals, and that this improve-
ment should not be affected by temporal factors. A demon-
stration that high-anxiety individuals show impaired
learning under punishment would provide strong support
for Eysenck’s arousal model, namely, that punishment ex-
erts its effect by increasing arousal, which, as a short-term
effect, leads to performance decrements from TMI (Ey-
senck & Levey, 1972).

Aims

The experiment aimed to establish whether there are indi-
vidual differences in levels of incubation on procedural
learning as a function of (a) training (spaced vs. massed)
and (b) reinforcement (punishment vs. control). Since Ey-
senck suggests that incubation (reminiscence) occurs dur-
ing a rest pause, any incubation effects would be expected
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to be observed in the spaced training condition as evi-
denced by greater levels of procedural learning at 24 h and
5 days, compared to learning tested immediately (0 min).
Superior learning under punishment in the spaced training
condition would provide support for Eysenck’s predictions
for the enhancement of learning following a rest pause;
however, it is necessary to examine the course of learning
in the absence of a temporal manipulation, hence the con-
trast with massed training. Any effects of the temporal de-
lay on procedural learning under punishment may simply
be due to time on task rather than “rest-pause” consolida-
tion. The results for the spaced training condition are com-
pared to those in the massed training condition, where par-
ticipants are tested on an identical number of procedural
learning sessions consecutively, thus removing the tempo-
ral factor but preserving the time on task factor. The exper-
iment also tests effects of personality on learning in both
of the training conditions.

Predictions based on Eysenck’s theory are that introverts
should show short-term performance impairment (0 min
after learning), but long-term performance enhancement (5
days) under high arousal (punishment) in the spaced train-
ing condition. These predictions may be contrasted with
Gray’s predictions of superior learning for high trait anx-
ious individuals under punishment, specifically that high
trait anxious individuals should show superior procedural
learning under punishment, irrespective of temporal fac-
tors.

Method

Participants

A total of 52 participants, aged 18 to 40 years, 27 males
(mean age = 27.22, SD = 6.23) and 25 females (mean age
= 23.64, SD = 3.68), were recruited from undergraduate
students in the Psychology Department at Goldsmiths, Uni-
versity of London. Participants received £15.00 at the end
of the experiment, irrespective of their training condition
or performance. A total of 27 participants took part in the
spaced training condition consisting of 15 males (mean age
= 28.33, SD = 6.58) and 12 females (mean age = 24.58, SD
= 4.48); 25 participants took part in the massed training
condition, 12 males (mean age = 25.83 years, SD = 5.73)
and 13 females (mean age = 22.77, SD = 2.65).

Design

Three factors were manipulated: Training (spaced vs.
massed), Reinforcement (punishment vs. control), and Ses-
sion (three temporal training sessions conducted either at
(a) 0 min, 24 h, and 5 days under spaced training, or (b)
consecutive testing under massed training). The first and
second factors were randomized group factors, and Session

was a repeated measures factor. Personality was a further
between-subjects factor. The temporal sessions under both
training conditions will be referred to as (1) Session 1
(0 min for both training conditions), (2) Session 2 (24 h un-
der spaced training; immediately following Session 1 for
massed training), and (3) Session 3 (5 days under spaced
training; immediately following Session 2 for massed
training).

Personality Measures

The Eysenck Personality Questionnaire – Revised (EPQ-R;
Eysenck & Eysenck, 1991) was used to assess extraversion
(E) and neuroticism (N), and trait anxiety (Anx) was mea-
sured by the State-Trait Anxiety Inventory (STAI; Spiel-
berger, Gorsuch, Lushene, Vagg, & Jacobs, 1983).

Learning Task

The procedural learning task was based on Lewicki, Hill,
and Bizot (1988), and comprised serial RTs to random and
predictable trials. A reduction of RTs to predictable trials,
as compared with RTs to random trials, comprised proce-
dural learning. Performance consisted of participants being
required to touch (using a wand) a white target (asterisk *),
which appeared in one of four quadrants on a computer
screen. The asterisk appeared centrally in each of the quad-
rants, with a surrounding area of 2 cm radius, and moved
to a new quadrant only when touched by the wand. Partic-
ipants were required to follow the asterisk around the
screen and touch it with a wand each time it moved to a
new location. Two intersecting white lines created the four
equally sized quadrants on a black background (for further
details, see Corr et al., 1997).

Stimuli

The acquisition phase of the study was composed of 6 sep-
arate blocks of trials, each of which contained 48 sub-
blocks, which in turn contained 5 target movements, so that
each block consisted of 240 total target movements. The 5
target movements of each of the 48 subblocks contained
either random (Trials 1 and 2) or predictable (Trials 4 and
5) trials; trial 3 with each 5-target sequence was excluded
(for full details, see Corr et al., 1997). All 48 subblocks
were presented randomly to each participant.

Data Reduction

RTs to random and predictable trials were calculated from
the mean RT for each of the 5 trials within each of the 48
subblocks. The difference between RTs (trial type) to ran-

4 E. K. Beattie & P. J. Corr: Personality, Reinforcement, and Procedural Learning

Journal of Individual Differences 2010; Vol. 31(3):xxx–xxx © 2010 Hogrefe Publishing



dom and predictable trials was then calculated: This was
the measure of procedural learning.

Manipulation of Reinforcement

The number of reinforcers delivered over the blocks of the
task was held constant in the punishment condition and was
not contingent on participant’s performance. (For an expla-
nation of this probabilistic basis of reinforcement, see Corr
et al., 1997.) Participants in the punishment condition re-
ceived £7.00 at the start of the experiment and were told
that they could either win or lose money depending on their
performance (see Instructions). The manipulation of pun-
ishment in the form of monetary decrements has been dem-
onstrated by Corr et al. (1997) to lead to superior learning
when contrasted with no reinforcement under control.
(Money is an ecologically valid form of reinforcement for
human beings and has been widely used in reinforcement-
based studies of personality; see Torrubia, Avila, & Case-
ras, 2008.)

Punishment Criteria

Noncontingent punishment, in the form of monetary decre-
ments, were applied over the blocks of the task (following
each 5-trial block). Therefore, irrespective of participant’s
performance, they were given the following two flashing
messages on the computer screen during the interblock in-
tervals during Session 1 (i.e., following each of the first 4
blocks of the task for both the spaced and the massed train-
ing conditions), and once following each subblock of the
task in Session 2 and Session 3 (i.e., on testing at 24 h and
5 days for the spaced training condition, and following test-
ing in Session 2 and Session 3 for the massed training con-
dition): (a) “Bad Luck”; and (b) “Your payment for this
experiment has just decreased by £1.”

In the control condition, participants received no feed-
back on their performance. They were told that they would
receive monetary payment for their participation in the
study, and like the participants in the punishment condition,
left the experiment with £15.00.

Instructions

The following instruction was given to each participant for
the practice session in both conditions.

Practice

“As you can see, the screen is divided into quadrants. A
target (*) will move between these quadrants, and your task
is to touch each target with the wand in the manner already
described to you. A practice period follows to familiarize

you with the task. Remember that your response should be
fast and accurate. Please touch ‘GO’ to start.”

Following the practice session, participants in the punish-
ment condition received only the following instruction.

Punishment

“Your performance will be compared with a database of all
the subjects who have previously taken part in the experi-
ment. If your performance is above average you will win
money; however, if your performance is below average you
will lose money. Please touch ‘GO’ to start.”

Equipment

The task was run on an ATARI 1040ST microcomputer.
The  target movements were presented on an ATARI
SC1224 monitor with a Microvitec Touchtec 501 touch
screen to register responses. The wand used for touching
the target consisted of a thin perspex tube approximately
12 inches in length which was required to break the matrix
of infrared beams of light that covered the monitor.

Procedure

Participants were randomly assigned to one of the training
and reinforcement conditions and tested on six blocks of
the task at either three separate time intervals in the spaced
condition, or in one continuous testing session without tem-
poral delay in the massed condition. In the spaced condi-
tion, participants were tested at (1) 0 min (Session 1;
blocks 1–4), (2) 24 h (Session 2; block 5), and (3) 5 days
later (Session 3; block 6). In the massed condition, partic-
ipants were run in one testing session on the 6 blocks of the
task, therefore, tested on (a) four blocks of the task (Ses-
sion 1; blocks 1–4), followed by (b) one block of the task
(Session 2; block 5), and (c) the final block of the task (Ses-
sion 3; block 6).

Participants were tested individually in an experimental
cubicle. Those in the punishment condition were told ver-
bally that they would be required to perform a simple com-
puter task in which they could win or lose money. Partici-
pants read and then completed a consent form before com-
pleting the personality questionnaires. They were then
given a brief verbal description of the task and written prac-
tice instructions as well as instructions on how to use the
response wand.

In the first testing session, following an initial practice
session, participants in the punishment condition were told
that they had earned £7.00 for taking part in the experiment,
but that they may either lose some of this payment – or win
additional money – depending on how they performed on
the task. Participants then proceeded to complete four
blocks of the task. Each block was separated by a 30-s rest
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period during which participants in the punishment condi-
tion received negative reinforcement messages (see
above); participants in the control condition received no
reinforcement or messages. Termination of the rest period
was indicated to participants by the appearance of a mes-
sage on the screen which instructed them to “press ‘GO’ to
continue.”

All participants were retested on one block of the task
either 24 h (Session 2) and 5 days later (Session 3) in the
spaced training condition, or immediately following Ses-
sion 1 in the massed training condition. The procedure fol-
lowed that described above with reinforcement in the pun-
ishment condition delivered after each block in all sessions.
On completion of all three sessions of the task, participants
were verbally debriefed and paid £15.00 each for taking
part in the experiment.

Results

Means and standard deviations for RTs and procedural
learning for blocks 1–6 for punishment and control in both
training conditions are presented in Table 1. The difference
between RTs to random and predictable trials represents

procedural learning (larger reductions in RT latency reflect
better learning).

Task Analysis

The first phase of analysis examined whether RTs to ran-
dom and predictable trials, over the first 4 blocks of the task
(Session 1), produced procedural learning; and whether
RTs and procedural learning differences were affected by
reinforcement and training. A four-way ANOVA was car-
ried out with repeated measures on (a) Blocks (RTs over
blocks 1–4 of the task), (b) Trial Type (difference between
random and predictable trials), (c) between-subjects Train-
ing (spaced vs. massed), and (d) between-subjects Rein-
forcement (punishment vs. control).

RTs over Blocks

There was no main effect of Reinforcement nor any Rein-
forcement × Training interaction, indicating that there were
no differences in RTs between the punishment and control
conditions over the first four blocks of the task in each
training condition. A main effect of Blocks, F(3, 135) =

Table 1. Means (SD) for random RTs (ms), predictable RTs (ms), and procedural learning (ms) for all sessions in punishment
and control under spaced and massed training

Spaced training Massed training

R-RTs P-RTs PL R-RTs P-RTs PL

Punishment

Session 1

Block 1 581 (41) 579 (53) 2 (17) 552 (22) 549 (29) 3 (18)

Block 2 565 (67) 561 (62) 2 (17) 552 (21) 540 (31) 3 (18)

Block 3 564 (63) 557 (63) 6 (16) 544 (36) 531 (44) 13 (17)

Block 4 558 (54) 544 (63) 13 (22) 545 (35) 530 (39) 14 (19)

Mean of Blocks 1–4 567 (53) 560 (57) 6 (15) 548 (22) 537 (29) 8 (12)

Session 2

Block 5 548 (57) 544 (62) 4 (22) 527 (39) 515 (49) 13 (21)

Session 3

Block 6 550 (42) 533 (56) 17 (20) 526 (37) 496 (50) 30 (24)

Control

Session 1

Block 1 580 (47) 574 (50) 5 (18) 553 (46) 550 (44) 4 (20)

Block 2 575 (42) 573 (42) 2 (18) 550 (44) 533 (50) 4 (20)

Block 3 565 (50) 553 (54) 12 (17) 538 (34) 522 (33) 15 (18)

Block 4 565 (40) 556 (44) 9 (19) 530 (37) 511 (35) 19 (21)

Mean of Blocks 1–4 571 (41) 564 (43) 9 (10) 543 (35) 529 (36) 10 (16)

Session 2

Block 5 554 (47) 546 (56) 8 (18) 527 (50) 514 (50) 13 (12)

Session 3

Block 6 548 (45) 531 (44) 17 (21) 521 (47) 500 (67) 21 (42)

R-RTs = random RTs, P-RTs = predictable RTs, PL = procedural learning.
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10.51, p = .001, reflected a progressive decline in RTs over
the course of the experiment for Session 1. This did not
vary according to training as the Blocks × Training inter-
action was nonsignificant. The Reinforcement × Blocks
and the Reinforcement × Training × Blocks interactions
were not significant, indicating that RTs across the four
blocks of Session 1 did not vary as a function of reinforce-
ment in either training condition.

Trial Type

A main effect of Trial Type, F(1, 45) = 25.86, p = .001,
revealed a difference in random and predictable trials: RTs
to predictable trials were faster than those to random trials,
indicating that learning took place. A significant Trial Type
× Blocks interaction, F(3, 135) = 3.24, p = .024, reflected
the steady increase in the difference between random and
predictable trials over the blocks of Session 1. There was
no Trial Type × Blocks × Training interaction, indicating
that this increase in learning occurred in both training con-
ditions. The Reinforcement × Trial Type, the Reinforce-
ment × Trial Type × Blocks, and the Reinforcement × Trial
Type × Blocks × Training interactions were also nonsignif-
icant, indicating that the differences in RTs to random and
predictable trials were not affected by reinforcement nor
training condition over the blocks of Session 1.

Procedural Learning over Time as a Function
of Reinforcement

The second phase of the analysis assessed the usefulness
of the procedural learning task as a measure of incubation
across the sessions of the experiment. The analysis also
examined whether procedural learning across time was af-
fected by reinforcement. The descriptive statistics in Table
1 show that, for the spaced condition, despite a slight de-
crease in learning at Session 2 (24 h), procedural learning
increased under punishment by Session 3 (5 days). A sim-
ilar pattern of learning was observed for the control condi-
tion, although there appeared to be little variation in learn-
ing over the first two phases of the task (Session 1; blocks
1–4; 0 min.), and (Session 2; block 5; 24 h). In the massed
condition, following Session 1 testing, there was greater
learning under control than punishment. However, by Ses-
sion 3 procedural learning is higher under punishment; the
Session 1 and Session 3 difference under punishment was
statistically significant, t(12) = 3.16, p = .008.

A three-way ANOVA on procedural learning was car-
ried out with repeated measures on Session (Session 1 vs.
Session 2 vs. Session 3), and between-subjects Reinforce-
ment (control vs. punishment) and Training (spaced vs.
massed) in order to assess whether there was an incubation
effect on procedural learning over time as a function of
reinforcement and training. Specifically, support for Ey-

senck’s notion of incubation would be afforded by a dem-
onstration of incubation of procedural learning over time
in the spaced condition as opposed to the massed condition.
There was no main effect of Reinforcement; however, there
was a main effect of Session, F(2, 90) = 6.17, p = .003,
reflecting an increase in procedural over the testing ses-
sions. This was not affected by training as the Training ×
Session interaction was nonsignificant. The Reinforcement
× Session and Reinforcement × Session × Training inter-
actions were nonsignificant, revealing that the increase in
learning did not vary as a function of reinforcement nor
whether participants took part in spaced or massed training.

Personality Effects

The effects of personality factors on procedural learning,
as a function of reinforcement and training, were explored
using a correlational analysis. Procedural learning differ-
ence scores were computed to represent a measure of learn-
ing over the temporal phases of the experiment. The differ-
ence in learning scores on  Session  2 and  Session  1
(S2–S1), Session 3 and Session 2 (S3–S2), and Session 3
and Session 1 (S3–S1; taken to represent an overall mea-
sure of procedural learning over time) were calculated for
both training conditions and correlated with personality
variables under the punishment and control for each train-
ing condition.

Spaced Training

Punishment

In line with predictions derived from Gray’s personality
theory, trait anxiety was positively correlated with overall
procedural learning (S3–S1) under punishment, r = .77, p
= .005. Also under punishment, there was a weak, albeit
nonsignificant, positive association between EPQ:N and
overall procedural learning, r = .52, p = .099; however,
there were no significant correlations between EPQ:E and
procedural learning. These results support Corr et al.’s
(1997) findings of greater learning under punishment for
high trait anxious individuals. Eysenck would predict that
introverted individuals should demonstrate superior learn-
ing under control; however, the correlational results did not
reveal any significant associations between EPQ:E and
learning in the control condition.

Control

Eysenck would predict that introverted individuals demon-
strate superior learning under control; however, the corre-
lational results did not reveal any significant associations
between EPQ:E and learning in the control condition. Also,
there were no significant correlations between procedural
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learning and EPQ:N or trait anxiety in the control condition
under spaced training.

Massed Training

Punishment

EPQ:E was positively correlated with procedural learning
difference scores from Session 1 and Session 2 (S2–S1), r
= .62, p = .024; however, this association was negative be-
tween Session 2 and Session 3 (S3–S2), r = –.51, p = .072.
There were no associations between EPQ:N and learning
under punishment.

Albeit nonsignificantly, trait anxiety was positively cor-
related with procedural learning difference scores from
Session 2 and Session 3 (S3–S2), r = .52, p = .069, and with
overall procedural learning (S3–S1), r = .52, p = .068.
These results suggested that punishment contributed to en-
hanced learning for high trait-anxious participants.

Control

There were no significant correlations between all proce-
dural learning difference scores and personality in the con-
trol condition under massed training.

Personality Moderating Variables

The above pattern of correlations suggested the need to ex-
tend the exploration of the effects of personality traits on
the manipulation of reinforcement leading to incubation. It
would be expected that the relationship between perfor-
mance on the learning task and reinforcement should vary
as a function of personality. As such, any incubation effect
observed was expected to be modified by personality fac-
tors. From Gray’s RST hypothesis, it was expected that
high trait anxious participants should demonstrate higher
levels of procedural learning under punishment, relative to
the control condition. The above results supported this pre-
diction for both training conditions.

In this combined analysis, personality scores (i.e., E, N,
and anxiety) were treated as continuous factors. Separate
ANOVAs were computed for (a) EPQ:E × EPQ:N and (b)
Anxiety (variables were standardized prior to the compu-
tation of interaction terms; Aiken & West, 1991). The anal-
yses included the following variables: (a) main effects of
Reinforcement, Training, and all personality factors, (b)
two-way interactions between Reinforcement and training,
(c) two-way interactions between Reinforcement and each
personality variable, (d) three-way interactions between
Reinforcement, Training and each personality variable, and
(e) four-way interactions between Reinforcement, Train-
ing, and personality variables.

The analysis was carried out on the procedural learning

scores for each session of the task for punishment vs. con-
trol. The effects of learning on Session 1 were partialled
out in the analysis of Session 2 and Session 3 learning. Us-
ing Session 1 learning as a covariate in the analysis of Ses-
sion 2 and Session 3 learning allowed for a more accurate
representation of true procedural learning when comparing
performance across the training conditions.

EPQ Model

There were no main or interactive effects for the EPQ mod-
el for Sessions 1 and 2 of the task. There was a significant
Reinforcement × Extraversion × Training interaction for
Session 3 learning, F(1, 35) = 5.23, p = .028. However,
simple effects analysis of Reinforcement × Extraversion
interactions in separate analyses of the spaced and massed
training conditions did not meet Bonferroni adjusted sig-
nificance levels.

Anxiety Model

There were no significant main or interaction effects for the
Anxiety model for Sessions 1 and 2 of the task. There was,
however, a significant Reinforcement × Anxiety interac-
tion, F(1, 40) = 4.75, p = .035, for Session 3 learning, in-
dicating that anxiety modified the effects of reinforcement
over the course of the training sessions (see Figure 1). The
Reinforcement × Anxiety × Training interaction was non-
significant indicating that the moderating effects of anxiety
did not vary as a function of training.

Figure 1. Mean procedural learning for Session 3 showing
low- and high-trait anxiety groups in punishment and con-
trol conditions.
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Discussion

The results provided a clear picture of the relationship be-
tween reinforcement, type of training, and personality on
procedural learning. Consistent with previous research
(Corr et al., 1997), trait anxiety was related to the effects
of punishment, and the pattern of findings was consistent
with Gray’s Reinforcement Sensitivity Theory (RST) of
personality. Importantly, this reinforcement × anxiety in-
teraction was not affected by temporal delay between test-
ing (i.e., rest pauses) and neither this nor any other aspect
of the results lends any support to Eysenck’s arousal-based
theory of incubation of learning. It is important to note that
Eysenck-type results can be obtained on this learning task
when arousal is manipulated by nonreinforcing stimuli
(e.g., caffeine; Corr et al., 1995). Consistent with Gray’s
RST prediction, the introduction of reinforcement abolish-
es Eysenck’s Extraversion × arousal effects.

Turning to the detailed analysis of the task, as expected
RTs declined over the first four blocks of the experiment in
both the spaced and the massed training conditions, and
there was no difference in the rate of decline between pun-
ishment and control. Therefore, without consideration of
the modifying effect of personality factors, the reduction in
RTs seemed not to be affected by reinforcement or training.

The results confirmed that procedural learning took
place in both training conditions: RTs to predictable trials
were faster than RTs to random trials. There was no differ-
ence in the rate of decrement in RTs to random and predict-
able trials (i.e., learning) over the first four blocks of the
task, and this difference did not vary as a function of rein-
forcement or training. This finding is consistent with Corr
et al. (1997), who similarly found a lack of reinforcement
during early portions of the procedural learning task.

Procedural learning increased over the temporal ses-
sions of the experiment but this did not vary as a function
of reinforcement because there were no differences in
learning between the punishment and control conditions.
Crucially, there were also no significant effects on learning
under punishment and control by the training factor. While
there were significant differences in learning from Ses-
sion 1 to Session 3 under punishment in the spaced training
condition, this apparent “incubation” effect under spaced
training cannot be assumed to be due to extended rest pause
as the same effect occurred in the absence of such rest paus-
es. The implications of this finding is discussed below.

Overall, procedural learning in the spaced training con-
dition was significantly correlated with trait anxiety, and
punishment led to increased levels of procedural learning
for high-anxiety subjects. In this condition, punishment fa-
cilitated overall learning for anxious individuals, compared
to the control condition, where trait anxiety was negatively
associated with overall learning. Similarly, in the massed
training condition, trait anxiety was weakly associated with
overall procedural learning in the punishment condition,
again relative to a negative association in the control con-

dition. A more detailed examination of the modifying ef-
fects of anxiety revealed a significant Reinforcement ×
Anxiety interaction for Session 3 learning between the
punishment and the control condition. In contrast, there
were no moderating effects of E or N on learning during
this session.

Results suggest that punishment and personality affected
procedural learning, but not in a manner consistent with
Eysenck’s arousal-based predictions. In contrast, the mod-
ifying effect of anxiety on punishment-mediated learning
supports Gray’s RST punishment predictions for both train-
ing conditions. The absence of training effects indicates
that incubation (reminiscence) did not occur. Without the
manipulation of this temporal factor, the results for the
spaced training condition would have been partially con-
sistent with Eysenck’s reminiscence phenomenon (i.e., a
slight increase in learning at Session 2 followed by a large
increase in learning by Session 3); however, the same pat-
terns of learning occurred in the massed training condition,
and for both conditions the results were not in the direction
that arousal-based predictions would suggest. Eysenck’s
prediction of impaired learning for introverts under punish-
ment was not observed, even under the massed training
condition, where retention intervals were short and more in
line with previous “reminiscence” experiments.

Results confirmed that procedural learning increased over
the sessions of the task, and that this effect was not influenced
by training factor. It would appear that time on task was the
crucial variable in this effect. If anything, it appeared that
superior learning took place in Session 3 under massed train-
ing to that observed in Session 3 of the spaced training con-
dition. The significant Reinforcement × Anxiety interaction
in line with Gray’s personality predictions represents a major
finding of this paper and indicates that high-anxiety individ-
uals learned more even with shorter retention intervals; tem-
poral parameters were unimportant in this effect.

It is clear from the above pattern of results that anxiety
interacts with punishment under spaced and massed train-
ing and in the same manner. Based on these results, it can-
not be concluded that the temporal aspect of the spaced
condition led to enhanced learning; that is, reminiscence,
as defined by Eysenck as constituting an initial decline in
learning for putatively highly aroused introverted individ-
uals (as a result of transmarginal inhibition of response)
followed by an upswing in learning following a period of
nonpractice, at least not on the procedural learning that has
previously been used to test, and in some respects confirm,
Eysenck’s arousal-based predictions.

The present paper tests whether there was an interplay
between arousal and temporal factors as predicted by Ey-
senck. The results clearly suggest that temporal factors are
not of importance in the effects of punishment – and the
role played by anxiety in these effects – on procedural
learning. In a wider context, these results suggest that Ey-
senck’s “consolidation intervals” are not sufficient for con-
ditioned fear responses to incubate.

Procedural learning is a robust phenomenon with wide-
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scale implications for learning in general and personality
research in particular. It is also very similar to the types of
tasks used by Eysenck in his initial studies of personality
(e.g., pursuit-rotor), so that it is unlikely that the results
reported here do not generalize to other learning tasks and
situations. Indeed, the specific task used here is especially
well suited to contrasting Eysenck’s and Gray’s theories
because it has previously been shown to reveal classic
arousal × extraversion interactions (Corr et al., 1995), con-
sistent with Eysenck’s theory, as well as punishment × anx-
iety interactions (Corr et al., 1997), consistent with Gray’s
theory. When pitted against each other, which was achieved
for the first time in these two experiments, E and N incon-
sistently interacted with punishment – and at different stag-
es of the learning processes; in contrast, anxiety and pun-
ishment, across two different experiments, consistently in-
teracted in a manner predicted by Gray’s reinforcement
sensitivity theory of personality.

The manipulation of punishment in the present experi-
ment, according to Eysenck’s theory, is arousing. The na-
ture of the UCS in the form of monetary incentive has pre-
viously been demonstrated to be strong enough to engage
adequate motivational processes to lead to a punishment
(vs. control) × trait interaction (Corr et al., 1997), and be-
cause Eysenck predicts that reinforcement effects are me-
diated by changes in level of arousal, his theory should
better explain the pattern of effects found. In terms of
strong UCS, the present paper is concerned with Eysenck’s
hypothesis concerning temporal factors in incubation. It is
possible that Eysenck’s effects are found only with very
intense UCSs, but this would render his theory of limited
value and would fail to explain typical reinforcement ×
anxiety effects of the type found here and elsewhere. Ey-
senck’s theory is meant to explain all findings, including
those involving weak UCSs, which he would continue to
argue interacts with introversion-extraversion, not anxiety.

The results help to resolve the question of the relation-
ship between Eysenck’s and Gray’s theories. It would ap-
pear not implausible to suggest that arousal is important in
the initial conditioning of emotive stimuli, which then
serve as adequate inputs into Gray’s emotion systems; in
turn, activation of these systems is expected to augment
arousal and thereby influence conditioning processes quite
independent of their role in generating emotion and moti-
vational tendencies (Corr, 2008a). If introversion-extraver-
sion reflects the balance of reward and punishment sensi-
tivities, then it may not be incompatible to argue that Ey-
senckian extraversion-arousal processes in conditioning
continue to be relevant in Gray’s RST. By this route, it may
finally be possible to unify the two theories.

We have not differentiated Gray’s theory in terms of the
Gray and McNaughton’s (2000) revision of the behavioral
inhibition system (BIS), which in both the original and re-
vised form is postulated to mediate anxiety (for a research
summary, see Corr, 2008b). For the current experiments,
this distinction is not important, because in both versions
of Gray’s theory the form of the punishment used is equally

likely to activate the BIS. In the original theory, the loss of
money is a form of conditioned punisher and thus an ade-
quate input to the BIS; in the revised theory, the punishment
and task manipulations would constitute a form of goal
conflict because of the following conflicting states: the sub-
ject is attempting to minimize losses (mediated by the fight-
flight-freeze system; FFFS, which initiates avoidance/es-
cape behaviors), yet the task demands that the subject en-
gages in BAS-related approach behavior (i.e., following
the target movements, which is the very thing that produces
the monetary losses). This form of conflict is expected to
engage the behavioral inhibition system. The fact that mon-
etary losses were noncontingent upon response further pro-
duces a goal-conflict; that is, working toward avoidance of
losses, yet this “goal” does not produce behavior that is
“going to plan” – thus, there is a conflict between expected
and actual outcomes. Hence, in terms of the revised RST,
there is a goal-conflict between (a) task requirements (i.e.,
rapid RTs and lack of awareness of the punishment contin-
gencies) and (b) the effects of punishment (i.e., avoidance
of response and inhibition of prepotent behavior): This goal
conflict – which, in the revised theory, the BIS detects –
should relate to the trait measure of anxiety.

In conclusion, the apparent effect of incubation observed
in the spaced condition cannot be construed as resulting
from a reminiscence effect following consolidation of the
procedural information over extended rest pauses. In the
absence of this temporal manipulation (the massed condi-
tion), procedural learning similarly increased across the
sessions of the task. Extraversion and neuroticism effects,
as a function of punishment, were inconsistent and not in
conformity with Eysenck’s predictions; in contrast, Gray’s
prediction that high-anxiety individuals would show supe-
rior learning under punishment (relative to control) was
found in both training conditions therefore was shown not
to be affected by temporal factors.

Although based on a rather dated literature, the predictions
tested in this article remain highly relevant to testing the re-
spective explanatory powers of Eysenck’s and Gray’s person-
ality theories, especially the manner in which they attempt to
account for the development of negative emotional reactions.
To our knowledge, this is the first study to test Gray’s RST
predictions in terms of temporal delays; accordingly, it is the
first study that has pitted the predictions of Eysenck’s arous-
al-based reminiscence theory against Gray’s RST. The study
shows that, with aversive stimulation, trait anxiety is the im-
portant factor – and temporal delay is unimportant – in pro-
cedural learning. This may be a theoretically significant set
of findings because it may be assumed that procedural learn-
ing is involved in many forms of learning that influence be-
havior. As such, the extension of this experimental procedure
to clinical studies may be of some value (e.g., the impairment
of procedural learning of negative consequences in psychop-
athy). In this regard, the implications of the differentiation of
fear and anxiety in revised RST (Gray & McNaughton, 2000)
in accounting for these reinforcement × personality effects
should be a target for future research.

10 E. K. Beattie & P. J. Corr: Personality, Reinforcement, and Procedural Learning

Journal of Individual Differences 2010; Vol. 31(3):xxx–xxx © 2010 Hogrefe Publishing

Administrator
Cross-Out

Administrator
Replacement Text
argued




References

Aiken, L. S., & West, S. G. (1991). Multiple regression: Testing
and interpreting interactions. Newbury Park, CA: Sage.

Chorot, P., & Sandin, B. (1993). Effects of UCS intensity and
duration of exposure of nonreinforced CS on conditioned elec-
trodermal responses: An experimental analysis of the incuba-
tion theory of anxiety. Psychological Reports, 73, 931–941.

Corr, P. J. (2008a). Reinforcement Sensitivity Theory (RST): In-
troduction. In P. J. Corr (Ed.), The reinforcement sensitivity
theory of personality (pp. 1–43). Cambridge: Cambridge Uni-
versity Press.

Corr, P. J. (Ed.). (2008b). The Reinforcement Sensitivity Theory
of Personality. Cambridge: Cambridge University Press.

Corr, P. J., & Kumari, V. (1997). Sociability/impulsivity and at-
tenuated dopaminergic arousal: Critical flicker/fusion frequen-
cy and procedural learning. Personality and Individual Differ-
ences, 22, 805–815.

Corr, P. J., Pickering, A. D., & Gray, J. A. (1995). Sociability/im-
pulsivity and caffeine-induced arousal: Critical flicker/fusion
frequency and procedural learning. Personality and Individual
Differences, 18, 713–730.

Corr, P. J., Pickering, A. D., & Gray, J. A. (1997). Personality, pun-
ishment, and procedural learning: A test of J. A. Gray’s anxiety
theory. Journal of Personality and Social Psychology, 73,
337–344.

Eysenck, H. J. (1965). A three-factor theory of reminiscence. Brit-
ish Journal of Psychology, 56, 163–181.

Eysenck, H. J. (1967). The biological basis of personality. Spring-
field, IL: C. C. Thomas.

Eysenck, H. J. (1968). A theory of the incubation of anxiety/fear
responses. Behavior Research and Therapy, 6, 309–321.

Eysenck, H. J. (1979). The conditioning model of neurosis. Be-
havioral and Brain Sciences, 2, 155–199.

Eysenck, H. J., & Eysenck, S.G. B. (1991). Manual of the Eysenck
Personality Scales. London: Hodder and Stoughton.

Eysenck, H. J., & Frith, C. D. (1977). Reminiscence, motivation
and personality: A case study in experimental psychology.
New York: Plenum.

Eysenck, H. J., & Levey, A. B. (1972). Conditioning, introver-
sion-extraversion and the strength of the nervous system. In
V. D. Nebylitsyn & J. A. Gray (Eds.), Biological bases of in-
dividual behavior (pp. 206–220). New York: Academic Press.

Gray, J. A. (1970). The psychophysiological basis of introversion-
extraversion. Behavior Research and Therapy, 8, 249–266.

Gray, J. A. (1982). The neuropsychology of anxiety: An enquiry
into the functions of the septo-hippocampal system. Oxford:
Oxford University Press.

Gray, J. A., & McNaughton, N. (2000). The neuropsychology of
anxiety: An enquiry into the functions of the septo-hippocam-
pal system (2nd ed.). Oxford: Oxford University Press.

Howarth, E., & Eysenck, H. J. (1968). Extraversion, arousal, and

paired-associated recall. Experimental Research in Personali-
ty, 3, 114–116.

Jacoby, L. L., & Dallas, M. (1981). On the relationship between
autobiographical memory and perceptual learning. Journal of
Experimental Psychology: General, 110, 306–340.

Jacoby, L. L., & Witherspoon, D. (1982). Remembering without
awareness. Canadian Journal of Psychology, 36, 300–324.

Kleinsmith, L. J., & Kaplan, S. (1963). Paired-associate learning
as a function of arousal and interpolated interval. Journal of
Experimental Psychology, 65, 190–193.

Kleinsmith, L. J., & Kaplan, S. (1964). Interaction of arousal and
recall interval in nonsense syllable paired-associate learning.
Journal of Experimental Psychology, 67, 124–126.

Lewicki, P., Czyzewska, M., & Hoffman, H. (1987). Unconscious
acquisition of complex procedural knowledge. Journal of Ex-
perimental Psychology, 13, 523–530.

Lewicki, P., Hill, T., & Bizot, E. (1988). Acquisition of procedural
knowledge about a pattern of stimuli that cannot be articulated.
Cognitive Psychology, 20, 24–37.

McAllister, D. E., & McAllister, W. R. (1967). Incubation of fear:
An examination of the concept. Journal of Experimental Re-
search in Personality, 2, 180–190.

Sandin, B., & Chorot,  P. (1989). The incubation theory of
fear/anxiety: Experimental investigations in a human labora-
tory model of Pavlovian conditioning. Behavior Research and
Therapy, 27, 9–18.

Spielberger, C. D., Gorsuch, R. L., Lushene, P. R., Vagg P. R., &
Jacobs, G. A. (1983). Manual for the State-Trait Anxiety In-
ventory. Palo Alto, CA: Consulting Psychologists Press.

Torrubia, R., Avila, C., & Caseras, X. (2008). Performance and
conditioning studies. In P. J. Corr (Ed.), The Reinforcement
Sensitivity Theory of Personality (pp. 288–260). Cambridge:
Cambridge University Press.

Walker, E. L. (1958). Action decrement and its relation to learn-
ing. Psychological Review, 65, 129–142.

Walker, E. L., & Tarte, R. D. (1963). Memory storage as a function
of arousal and time with homogeneous and heterogeneous
lists. Journal of Verbal Learning and Verbal Behavior, 2,
113–119.

Elaine K. Beattie

Department of Psychology
Whitehead Building
Goldsmiths, University of London
New Cross, London SE14 6NW
UK
Tel. +44 20 7078-5028
Fax +44 20 7919-7873
E-mail e.beattie@gold.ac.uk

E. K. Beattie & P. J. Corr: Personality, Reinforcement, and Procedural Learning 11

© 2010 Hogrefe Publishing Journal of Individual Differences 2010; Vol. 31(3):xxx–xxx



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 15%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Euroscale Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /All
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




