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The successful attempt to explain brain–behavioral relationships heralded a revolution in
cognitive neuroscience in the mid-to-late 20th century. Some notable examples stand out.
David Hubel and Torsten Wiesel showed that firing patterns of cells in the visual cortex reflect
simple elements of the visual input, including orientation, as well as sensory deprivation early
in life prevents neurogenesis in the visual cortex with irreparable consequences for the visual
system. Brenda Milner discovered that hippocampus resection results in anterograde amnesia.
James Olds and Peter Milner showed that rats will self-stimulate reward circuits that control
the reinforcement of behavior. However, as in other related areas (e.g., experimental/cognitive
psychology), cognitive neuroscience often treated discussion of individual differences as noise
or epiphenomenon—although there are exceptions, such as individual differences in the
reinforcing properties of self-administered drugs (Piazza et al., 1991) and the study of emo-
tionality (Blizard, 1981; Broadhurst, 1975).

By the turn of the 21st century, neuroscientists started to discover relationships between
neural circuits and behavior that exhibited surprising variability. Eve Marder (Weimann &
Marder, 1994) showed how different networks can produce the same behavior (e.g., circuits of
crustaceans can generate similar neuronal outputs using multiple configurations). Jeff
Lichtman showed how networks that are substantially different within species can produce the
same behavior (Morgan & Lichtman, 2013). Differences between transgenic mice (e.g., C57BL/
6 vs. BALB/c strains) were shown to have implications for human clinical conditions, the
underlying phenotypes of which are known to show considerable individual variation (e.g.,
clinical anxiety; Sartori, Landgraf, & Singewad, 2011; see also Hefner et al., 2008). A critical
discovery was that subtle effects of environmental context can translate into large individual
differences in behavior (Crabbe, Wahlsten, & Dudek, 1999). Turning to human studies,
neuroscientists showed, among other things, how brain damage to the same area can result in
different behaviors between people (e.g., Mobbs, Lau, Jones, Frith, 2007); and how experience
changes the structure of the brain (Maguire et al., 2000). The contemporary view is that neural
circuits are complex, plastic, dynamic, often closely coupled with the environment, and
remarkably diverse with species.

Around the same time, the field of personality psychology was witnessing its own
revolution. Theorists began to move away from consideration of whether traits exist or not
(everyone began to agree that they do), to an exploration of their biological nature—although
it was still uncommon to see personality discussed in biological psychology textbooks (for an
exception, see Corr, 2006). Taking his lead from Ivan Pavlov—whose attempt to unite
personality, psychiatry, and neurophysiology still influences psychology and neuroscience—
Hans Eysenck ploughed his own, somewhat lonely, furrow from the early 1940s (1944, 1947)
to launch his 1967 fully fledged biological theory of personality (for a summary, see Corr,
2016). This was soon followed by the seminal work of one of Eysenck’s students, Jeffrey Gray,
who coopted sophisticated learning theory, neuropharmacology, and brain techniques to
develop a true neuropsychology of emotion, motivation, and personality (Gray, 1970, 1972,
1987). This work culminated in the characterization of the Behavioral Inhibition System
model of anxiety (Gray, 1982; Gray & McNaughton, 2000). Gray’s general approach—which,
itself, traces its origins to Pavlov (Gray, 1964)—has proliferated in personality psychology and
is now a major scientific force (see Corr, DeYoung, & McNaughton, 2013). During this period,
there was also an explosion of research on the “Big-Five” model of personality and it is now
increasingly studied from a neuroscience perspective (e.g., Allen & DeYoung, 2017)—this fact
is attested by the first paper published in this journal by Nicola Toschi and colleagues which is
on the functional connectome of the five-factor model of personality.

In addition to these significant advances, we now know that personality differences have
important implications for a wide range of behaviors, including clinical disorders, occupa-
tional choice/performance, judgment and decision making, health behavior—including per-
sonality contributions to mortality (e.g., Bogg & Roberts, 2004; Calvin et al., 2017)—and much
more besides. These advances have influenced related fields, some of which are of widespread
relevance to society (e.g., behavioral and neuroeconomics; for an overview, see the edited book
by Reuter & Montag, 2016).
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Personality neuroscience as an independent field of enquiry
gained in prominence when it became evident that systematic
individual differences could be mapped jointly to behavior and
neural activity. One of the first studies in the field came from
Canli, Sivers, Whitfield, Gotlib, and Gabrieli (2002), who pub-
lished a paper in Science reporting that extraversion is associated
with an elevated BOLD signal in the amygdala while viewing
happy, but not fearful, faces. This study was soon
followed by research coupling behavioral genetics with brain
imaging: Several studies were published in high-profile journals
reporting that specific genotypes (e.g., 5HTTLPR short vs. long
allele polymorphisms) might be associated with differential
amygdala reactivity (e.g., Pezawas et al., 2005; note the seminal
work on 5-HTTLPR published earlier by Lesch et al., 1996).
Around the same time, Passamonti et al. (2006) were the first to
show how the MAOA gene (implicated in the catabolism of
serotonin) is related to brain function associated with impulsive
personality traits. Although these and other studies were critiqued
as underpowered and statistically unreliable (Kriegeskorte,
Simmons, Bellgowan, and Baker, 2009; Vul, Harris, Winkielman,
& Pashler, 2009), they laid the path for more powerful ones that,
for example, support: (a) the notion that gene variation and
expression reliably predict alteration in functional brain networks
(Richiardi, Altmann, Milazzo, Chang, & Chakravarty, 2015);
(b) stable connectivity patterns predict cognitive ability (Finn
et al., 2015); and (c) structural brain differences predict psy-
chiatric disorder (e.g., Hazlett, Gu, & The IBIS Network, 2017).
These and other recent studies took advantage of the critical
self-examination in the field, of improved statistical approaches,
and of the availability of shared data sets with considerably larger
sample sizes—something that is now especially seen in genome-
wide association studies of personality (de Moor et al., 2012;
van den Berg et al., 2016).

No doubt, much of the excitement in personality neuroscience
arises from recent discoveries in molecular genetics, where poly-
genic contributions to personality traits (e.g., Luciano et al., 2018)
and cognitive abilities (e.g., Hill et al., 2018) have been identified.
This has led to definite suggestions as to their causal bases, and
this has included cross-cultural work related to clinically relevant
phenotypes (e.g., 5-HTTLPR and neuroticism; Montag & Reuter,
2014). With large samples sizes and robust methods, reproduci-
bility and replication are becoming less of a problem.

The inception of Personality Neuroscience coincides with these
significant empirical and methodological developments; and so
too with the recognition of some broader conceptual issues. For
example, as highlighted by Luca Passamonti (2018, personal
communication), in common with cognitive neuroscience more
generally, the issue of “reverse inference” needs to be recognized:
Reasoning “back” from brain functional activations (or structural
changes) to an underlying cognitive or affective state that has not
been directly measured (although this may be less of a problem
than it might seem; see Hutzler, 2014; Poldrack, 2006). To address
this issue, more formal ways to infer mental states from neuro-
imaging results and novel analytical tools (including multivoxel
pattern analysis and multivariate decoding) have been developed
within the field of machine learning (Poldrack, 2011). However,
as these approaches are correlational, older approaches, such as
lesion studies (especially those which temporally associate a brain
lesion with a particular behavioral change), and newer meth-
odologies, such as transcranial magnetic stimulation, remain
essential to attribute a causal role to a network or a brain region in
relation to psychological states and processes.

Editorial Board Opinions

Driven by the above advances, and many more besides, Personality
Neuroscience was established to consolidate and strengthen the
field. The journal is supported by an Editorial Board of leading
scientists who represent a broad constituency of theory, method,
and applications. It is sad though that one of the leading lights of
the field and a Founding Editorial Board member, Jaak Panksepp,
did not live long enough to see its launch. It is appropriate that the
journal contains his obituary as well as a paper summarizing his
seminal contributions over many years.

Given the involvement of the Editorial Board in shaping the
scope and policies of the journal, it is of some interest to consider
their views on the nature of personality neuroscience—they go a
long way to defining the field. At a general level, one Editorial Board
member states succinctly: “As any neuroscientist knows, no two
brains are identical.” Personality Neuroscience aims to answer how
and why this is the case, and the implications for behavior and
experience. A common theme expressed by several Board members
is that, despite the fact that neuroscience has dominated psycho-
logical research and funding for the last 25 years, it has largely
ignored issues of systematic differences between individuals. How-
ever, the scientific climate is changing, as noted by another Editorial
Board member: “… after decades of semi-neglect, personality traits
are edging their way into biologically-informed psychiatrists’ minds
as tractable indicators of liability to psychiatric disorders ….Yes, if
only they had listened to Hans Eysenck.” Of course, the use of low-
powered studies, especially with small sample sizes made this
semineglect almost inevitable; but, more recently, neuroscientists
have come to appreciate that they cannot continue to ignore the
systematic ways in which their study participants vary—or, if they
do, they run the risk of discarding scientifically valuable informa-
tion. This is especially true in the era of large-scales studies (e.g.,
genome-wide association studies; see above) that are providing
robust insights into the neurobiological mechanisms of individual
differences. We now know that personality traits can be studied in
novel ways, including functional connectomics, large-scale neuro-
genomics, mechanistic studies of the molecular basis of gene–
environment interactions, and social regulation of gene expression.

It is evident from the comments of the Editorial Board that there
is much interest in the potential of the field to make meaningful
contributions to psychiatry and psychological well-being more
generally. This is an important topic, especially when seen in the
light of the early work that had the aim of uniting personality and
psychopathology within a single theoretical framework. An early
example was Hans Eysenck’s (1944) factor analytical study of
700 “war neurotics”. in which he statistically isolated Introversion-
Extraversion and Stability-Neuroticism, subsequently relating them
to major clusters of internalizing and externalizing disorders within
an overarching theory (Eysenck, 1947; see also Eysenck & Eysenck,
1985). As presaged by this early research, we now know that
personality factors (e.g., Neuroticism and Conscientiousness) are
implicated in modifying the risk of developing a broad range of
psychiatric conditions, including anxiety and depressive disorders
(Genetics of Personality Consortium et al., 2015; Kern & Friedman
2011)—two of the heaviest health burdens on society today.

However, a challenge facing the field is the continued reliance
on self-report of individual differences, and in clinical psychology
often of diagnosis. This state of affairs is not helped by the paucity
of strong neuroscientific theories that have the capacity to
connect with the biology underlying normal and abnormal trait
variations: Biologically informed endophenotypes are clearly needed.

2 Philip J. Corr and Dean Mobbs

https://www.cambridge.org/core/terms. https://doi.org/10.1017/pen.2017.1
Downloaded from https://www.cambridge.org/core. IP address: 86.27.28.136, on 23 Jun 2018 at 05:57:34, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/pen.2017.1
https://www.cambridge.org/core


But, novel approaches are emerging, such as “behavioral signatures” of
personality, that hold considerable potential. This is seen with a
younger generation of researchers interested in digital phenotyping
(e.g., social media footprints; Azucar, Marengo, & Settanni, 2018) who
apply methods from psychoinformatics (Yarkoni, 2012; Markowetz,
Błaszkiewicz, Montag, Switala, & Schlaepfer, 2014). This type of
information can be combined with neuroscientific data, potentially
merging into a discipline called “psychoneuroinformatics” (Montag &
Diefenbach, 2018).

As noted by several Editorial Board members, one major out-
come of discovering the neuroscience roots of personality traits is
the potential for designing personalized therapeutic approaches and
individualized health care (Finn & Constable, 2016)—this is the
promise of “precision medicine”, “gene editing technologies”, and
identification of “personality signatures” of neural measures. This is
especially relevant in clinical psychopharmacology, as patients
respond very differently to the same drugs. Although there are
several reasons (e.g., metabolism) for these response differences, an
often neglected one is personality differences which makes sense
when they are seen as reflecting the underlying variability in brain
structure and function. In this regard, it is of no small interest to
note that psychoactive drugs have long been used to test personality
processes (e.g., in the work of Jeffrey Gray, 1977, and Eysenck’s,
1963, “experiments with drugs”)—indeed, Gray’s (1982) behavioral
dissection of defensive systems was based on rats’ differential
responses to classes of drugs used in the human clinic (e.g.,
anxiolytics; see McNaughton & Corr, 2018). Putting all of the above
together, as one Editorial Board member aptly characterizes the
field: “We seem to have a renaisscience on our hands.”

However, it is also appropriate to sound a note of caution: We
need to resist getting carried away with the apparent potential of the
field. It is necessary that we recognize major problems and ensure that
research and its publication are appropriately tempered. We need to
remain self-reflective and critical, and avoid being too Panglossian in
outlook. As one Editorial Board member observes: “One important
issue Personality Neuroscience might be able to tackle is finally to
make it clear that personality might not necessarily come together in
some neat mechanistic way in the brain and that trying to reduce it to
collections of ‘traits’ based on factor analysis is not helpful.” Opinions
differ on such matters and this is a health state of affairs.

Editorial policy

Given the great leaps in methodology, especially in the age of the
availability of large databases and theoretical advances, it is timely
to create a journal dedicated to the neuroscience of individual
variation in brain and behavior. Personality Neuroscience aims to
provide a high-impact publication outlet for research devoted to
understanding the causal basis of personality—broadly inter-
preted, including biology, and biology–environment (including
social) interactions. It will cover a wide spectrum of individual
differences; one that is not limited to a narrow definition of
personality, but includes cognitive abilities, emotionality, and
related psychological processes. Submissions to Personality Neu-
roscience entailing the application to areas as clinical disorders,
health, behavioral and neuroeconomics, and even workplace
behavior, are encouraged: The journal accords basic theory and
translational applications equal status.

Empirical papers focussed on the interface between personality
and neuroscience are especially welcomed—these can take var-
ious forms (e.g., experimental, longitudinal, genetic, genomic,
gene expression, and epigenetic). Cross-sectional and largely

correlational studies will be considered only if they are highly
robust, well-powered, and innovative—and sufficiently related to
the issue of causal processes (e.g., a psychometric tool designed to
explore biological factors in personality). Nonhuman animal
studies will be published, as will clinical research—the journal
recognizes the importance of “bench to bedside” knowledge.

Personality Neuroscience aims to publish only the highest
quality work in personality neuroscience, but they need not be
apparently perfect—we know that science does not work that
way. The journal insists upon “honest” research: Papers that
contain a “warts-and-all” approach, with limitations and caveats
not only acknowledged but highlighted. The overriding criterion
for publication is that work has the potential to advance the field
and this can take different forms, including identification and
clarification of thorny conceptual, theoretical, or methodological
problems. Theory papers and systematic reviews are welcomed,
especially ones that consolidate the extant research literature, and
occasional letters on topical issues will also be considered.

Through its focus on the equal importance of personality and
neuroscience, the overriding aim of Personality Neuroscience is to
enable the publication of personality neuroscientists’work: No longer is
there the need to trade-off one side of the scientific coin for the other.

Acknowledgment: The authors are grateful to the Editorial Board for
providing valuable feedback.
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